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Abstract: This paper presents an optical character recognition (OCR) system for 

Gujarati handwritten digits. One may find so much of work for latin writing, arabic, 

chines, etc. but Gujarati is a language for which hardly any work is traceable especially 

for handwritten characters. Here in this work we have proposed a method of feature 

extraction based on the raw form of the character and his skeleton and we have shown 

the advantage of using this method over other approaches mentioned in this article. 
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1. INTRODUCTION 

The styles of writing numbers are highly different 

and they come in various sizes, shapes and fonts. The 

stability to identify these handwritten numbers in an 

automated or semi-automated manner has led to the 

development of an entirely different field of research 

known as the optical character recognition (OCR). 

Very few attempts are found for the OCR activities 

related to Gujarati. It is a language from the Indo-

Aryan family of languages, used by more than 50 

million peoples in the Indian states of Gujarati. It is 

popular way of communication for Gujarati people, 

staying in all most every country of the world. A 

formal grammar of the precursor of this language 

was written by Jain monk and eminent scholar 

Hemachandracharya. It has a rich oral culture and a 

literary tradition which dates back to the tenth 

century. The construction of Gujarati can be 

considered somewhere between those of Hindi and 

Marathi. Fig.1 shows an example of Gujarati 

characters. 

For developing a system to identify Gujarati 

handwritten digits, we have collected numerals 0-9 

written in Gujarati scripts from a large number of 

writers. These numbers were scanned in 300 dpi by 

flatbet scanner. Initiallythey are in separate boxes of 

50*30 pixels each. Since our problem is to identify 
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handwritten digits, the first thing required is to bring 

all the characters in a standard normal form. This is 

needed because when a writer writes he may use 

different types of pen, papers, they may follow even 

different styles of writing etc. 

 

Fig.1. Gujarati digits à-9 

 

The character recognition systems offer potential 

benefits by providing an interface that facilitates 

interaction between man and machine, these systems 

are based on algorithms essentially consist of three 

main steps: preprocessing, feature extraction and 

classification. Skeletonization is considered an 

essential part of the preprocessing but not essential, 

more research has used the skeletonization 

(hanmandly.M et al, 2007), (Moro.K et al, 2009), 

and others have chosen to deal directly on the raw 

form (Amrouch.M et al, 2009), (El Kessab.B el al, 

2009), (Desai.A et al, 2010), (El yachi.R et al, 2010). 

We present the following method Gujarati character 

recognition, the feature extraction method used in 

this algorithm is applied to the raw form and on the 

skeleton, the average of these two vectors is the one 

that is used later in the classification step. Fig.2 

summarizes the recognition process used. 

 

Fig.2. Recognition process 

 

 

2. BINARIZATION 

Binarization is an important step in any process of 

image analysis. A large number of binarization 

techniques have been proposed in the literature 

(Kefali.A et al, 2009), whose each of them is 

appropriate for a particular type of image. In this 

document, we use the method referred in (Wolf.C et 

al, 2002) which is to calculate the threshold of each 

pixel locally by following the formula: 

 

 1   𝑇 =  1 − 𝑘 ∗ 𝑚 + 𝑘 ∗ 𝑚 + 𝑘 ∗
𝜎

𝑅(𝑚 − 𝑀)
 

As k is set to 0.5, 𝜎 the standard deviation and m 

the average of all the pixels in the window, M is the 

minimum image grey level and R is the maximum 

deviation of grayscale on all Windows. 

Clustering of vectors 

Binarization 

Skeletonization 

Feature extraction 

 

Resizing 

Feature extraction 

Learning 

Classification 
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Fig.3 shows the result of the use of the Wolf 

algorithm (Wolf.C et al, 2002). 

 

Fig.3. Binarization of a digit 

3. SKELETONIZATION 

Skeletonization is a class of algorithms used in 

shape analysis. It consists to reduce a form of a set 

of curves, called skeletons, centered in the original 

form. Skeletonization is an analysis of non-scalar 

form tool, which preserves the topological 

properties of the original shape and geometrical 

properties, depending on the method used. 

In this document, we chose to use the Guo_Hall 

algorithm (Guo.Z et al, 1989), it uses the parallel 

approach of thinning, It preserves the topology and 

geometry. 

 

Fig.4. A point P and its neighbords 

By considering a point P (Fig.4) and its noted 

neighborhoods X1, X2, X3, X4, X5, X6, X7 and 

X8, the GUO_HALL algorithm is to remove 

parallel points of the object P checking the 

following conditions: 

 P is 4-adjacent to the supplementary object 

 (2) 2 ≤ 𝑁 𝑃 ≤ 3 

 (3) (𝑥2 ∨ 𝑥3 ∨ 𝑥8   ) ∧ 𝑥1 = 0 

 (4) (𝑥6 ∨ 𝑥7 ∨ 𝑥4   ) ∧ 𝑥5 = 0 

with  

 5 N1 P =  𝑥1 ∨ 𝑥2 +  𝑥3 ∨ 𝑥4 +  𝑥5 ∨ 𝑥6 
+  𝑥7 ∨ 𝑥8  

 6 N2 P =  𝑥2 ∨ 𝑥3 +  𝑥4 ∨ 𝑥5 +  𝑥6 ∨ 𝑥7 
+  𝑥8 ∨ 𝑥1  

 7 𝑁 𝑃 = 𝑀𝑖𝑛 𝑁1 𝑃 ,𝑁2 𝑃   

Fig.5 shows the result of the Guo Hall algorithm 

that is used in this document. 

4. FEATURE EXTRACTION 

In pattern recognition and in image 

processing, feature extraction is a special form 

of dimensionality reduction. When the input data to 

an algorithm is too large to be processed and it is  

 

 

Fig.5. Skeletonization of a digits 

 

suspected to be notoriously redundant (e.g. the 

same measurement in both feet and meters) then the 

input data will be transformed into a reduced 

representation set of features (also named features 

vector). Transforming the input data into the set of 

features is called feature extraction. If the features 

extracted are carefully chosen it is expected that the 

features set will extract the relevant information 

from the input data in order to perform the desired 

task using this reduced representation instead of the 

full size input. 

For extracting features, we use the Box-approach in 

Refs (Hanmandly.M et al, 2007), (Hanmandlu.M et 

al, 2003), (Hnamandu.M et al, 2005). This 

approach requires the special division of the 

character image. The major advantage of this 

approach stems from its robustness to small 

variations, ease of implementation and relatively 

high recognition rate.  

Each character image is divided into 24 boxes so 

that the portions of a numeral will be in some of 

these boxes. There could be boxes that are empty, 

as shown in Fig.6. English numeral 3 is enclosed in 

the 6*4 grid. However, all boxes are considered for 

analysis in a sequential order. By considering the 

bottom left corner as the absolute origin (0,0), the 

coordinate distance (vector distance) for the kth 

pixel in the bth box at location (i,j) is computed as  

 8  𝑑𝑘𝑏 = (𝑖2 + 𝑗2)
1
2  

By dividing the sum of distances of all black pixels 

present in a box with the total number of pixels in 

that box, a normalized vector distance ( ) for 

each box is obtained as 

 9   𝛾𝑏 =
1

𝑛𝑏
 𝑑𝑘

𝑏

𝑛𝑏

1

 , b = 1 … 24 

http://en.wikipedia.org/wiki/Pattern_recognition
http://en.wikipedia.org/wiki/Image_processing
http://en.wikipedia.org/wiki/Image_processing
http://en.wikipedia.org/wiki/Dimensionality_reduction
http://en.wikipedia.org/wiki/Algorithm
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where is the total number of pixels in bth box. 

These vector distances constitute a set of features 

based on distances.  Therefore, 24 ’s 

corresponding to 24 boxes will constitute a feature 

set. However, for empty boxes, the value will be 

zero. 

 

Fig.6. Portions of the numeral lie within some 

boxes while others are empty 

A profile vector for a digit is shown here: 

[0   0    0.6672    0.7017    0   0   1.9429    2.8865   0   

0    0.5770    2.0683   0    0    0    3.3593    0    0    

1.1157    0    2.4256    1.8303    0    2.4254    3.5686    

0    4.0410    6.6789    9.9418    0    0    0    0    

7.1634    0    0    0    0    8.0269    0    0    9.6223    0    

8.6789    0    0    0    10.4075    3.5689    0]. 

The feature extraction method is applied to the raw 

form and on the skeleton, the average of these two 

vectors is the one that is used later in the 

classification step. 

5. NEURAL NETWORKS 

As (Lu Tan.C et al, 2004), (Sukhswam.M.B et al, 

1995) have used neural network for character 

classification, in this work, neural network is 

suggested. A feed forward back propagation neural 

network is used for Gujarati numeral classification. 

This proposed multi-layered neural network 

consists of three layers with 50, 30, 10 for distance 

method and 118, 60 respectively, and 10 neurons 

for sum method. The input layer is the layer which 

accepts the profile vector which is of 1*50 and 

1*118 in size. As this network is used for 

classification of 10 digits, it has 10 neurons in the 

output layer, the function sigmoid as function of 

activation at the step of the layer entry and hidden, 

with , 

 10   𝑓 𝑥 =
1

1 + 𝑒−𝛾𝑥
 

logsig at the step of the output layer and we fixed 

the constant learning to . 

For this experiment, a total of 300 responses were 

taken into consideration. For training, the features 

are abstracted first for all of these images of digits. 

To prevent the over learning, a set of validation 

characters is used. These characters have to define 

on the algorithm the best values of synaptic 

weights. Data validations are neutral in the 

determination of the weight; they serve only to stop 

a previous iteration, before the start of the over 

learning. In our case, we used 100 characters of 

validation. 

6. EXPERIMENTAL RESULTS 

We present in this part the experimental results of 

the recognition process in Fig.2, and the 

comparison with other conventional approaches, 

namely the treatment with using skeleton and 

without skeleton. Table 1 summarizes these results. 

Table 1 Result Summary 

Sets 
Without 

Skeleton 

With 

Skeleton 

Proposed 

Method 

600 85,33% 80,5% 85,67% 

 

Tables 2, table 3 and table 4 give more details on 

the recognition rate of each class of characters and 

table 5 shows different confusion between 

characters. It is considered that a character is 

confused with another if the error rate exceeds 

10%. 

 

7. CONCLUSION 

In this work we feed forward back propagation 

neural network is proposed for the classification of 

the Gujarati numerals. Various techniques are used 

in the preprocessing step before implementing 

classification of numerals. The overall performance 

of this proposed network is as high as 85,33% with 

proposed method, 80,5% with skeleton and 85,33% 

without skeleton. 

The performance of each method of classification is 

based on the extraction of characteristics. In our 

perspective, we intend to apply other techniques of 

extraction in the recognition process and use hidden 

Markov networks and Bayesian Networks at the 

level of the classification.
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Table 2 Performance of the process without using skeletonization 

Numbers 
Without Skeleton 

0 1 2 3 4 5 6 7 8 9 Success(%) 

0 54 0 0 0 0 0 0 4 2 0 90,00 

1 0 54 2 0 1 3 0 0 0 0 90,00 

2 0 11 41 0 5 2 0 0 1 0 68,33 

3 0 0 0 55 0 0 2 3 0 0 91,67 

4 0 1 0 0 48 2 0 2 7 0 80,00 

5 0 10 6 0 0 44 0 0 0 0 73,33 

6 9 0 0 3 0 0 45 1 1 1 75,00 

7 3 0 0 2 0 0 0 55 0 0 91,67 

8 0 0 0 0 2 0 0 0 52 6 86,67 

9 0 0 0 0 3 0 0 0 26 31 51,67 

Table 3 Performance of the process with using skeletonization 

Numbers 
With Skeleton 

0 1 2 3 4 5 6 7 8 9 Success(%) 

0 54 0 0 1 0 0 1 0 3 1 90,00 

1 0 53 1 0 2 4 0 0 0 0 88,33 

2 0 11 44 1 4 0 0 0 0 0 73,33 

3 0 0 0 57 0 0 0 3 0 0 95,00 

4 0 3 0 3 47 0 0 0 5 2 78,33 

5 0 11 6 1 0 41 1 0 0 0 68,33 

6 0 0 0 9 0 2 46 3 0 0 76,67 

7 2 0 0 1 1 0 1 54 0 1 90,00 

8 0 0 0 0 2 0 0 0 56 2 93,33 

9 0 1 0 1 0 0 0 0 14 44 73,33 

Table 4 Performance of the process with proposed method 

Numbers 
Proposed Method 

0 1 2 3 4 5 6 7 8 9 Success(%) 

0 52 0 0 0 0 0 0 4 3 1 86,67 

1 0 53 2 0 2 3 0 0 0 0 88,33 

2 0 8 43 0 5 2 0 0 1 1 71,67 

3 0 0 0 55 0 0 1 4 0 0 91,67 

4 0 1 0 0 49 0 0 1 3 6 81,67 

5 0 11 5 0 0 42 2 0 0 0 70,00 

6 1 0 0 5 0 0 48 0 0 6 80,00 

7 1 0 0 2 0 0 0 57 0 0 95,00 

8 0 0 0 0 1 0 0 0 58 1 96,67 

9 0 0 0 0 2 0 0 0 17 41 68,33 

 

Table 5 Confusion of characters 

Digits Without Skeleton With Skeleton Proposed Method 

0 Any Any Any 

1 Any Any Any 

2 1 1 1 

3 Any Any Any 

4 8 Any 9 

5 1,2 1,2 1 

6 0 3 9 

7 Any Any Any 

8 9 Any Any 

9 8 8 8 
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